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Outline

ÅOSDT Android Sensor Pod

ÅOSDT SI2

ÅSensor-Rocks

ÅLarge-scale Personalized Mobile Sensing 
Systems



OSDT Android Sensor Pod

Peter Arzberger, Tony Fountain, Peter 
Shin, Sameer Tilak 



Environmental Observing Systems 
Architecture



Sensor Network deployment for 
Biodiversity research 

ÅSensor Selection

ÅNetwork modality selection

ÅSoftware Stack Development
ïSensor interface and integration

ïHigher-layers (data processing, storage, comm. etc.)

ÅSoftware configuration

ÅDeployment

ÅOperation and Management

ÅData Center Component



Sensor Pod Hardware
Power Supply

Serial to 
Bluetooth 
Converters

Solar Panel
Charge 

Controller

Droid
Phone

Wireless 
Radio

(shore)

Wireless Radio
(buoy)

Satellite 
Modem

Temp., Hum., 
Volt., Current 

Sensors

Battery

With 2 batteries the system will remain powered for 8 days without any charge from the solar 
panels. A complete recharge takes approximately 4 hours depending on solar intensity.



Android Sensor Pod Architecture

The OSDT Android Sensor Pod includes an integrated suite of software services running on the Android 
platform. The dtController performs lifecycle management of software services (shown as blue 
ellipses) running on the Android platform. The DAQ (data acquisition) service is an OSDT source that 
communicates with sensors and ingests sensor datainto OSDT channels (shown as Data In) over 
Bluetooth. The dtHarvestservices multiplex the sensor data into CSV-formatted OSDT channels (shown 
as Data Out). Various OSDT sink programs (e.g., UDP Caster, UDP Capture, Blue Iridium, and Blue 
Serial) read the Data Out channels and send data out over multiple radio interfaces. 



XML Configuration and Control

Å The Sensor Pod can be dynamically reconfigured by modifying a global XML 
configuration file. Common management tasks can be accomplished efficiently by on-
the-fly changes to this file, e.g., adding/removing sensors, changing sample rates, 
modifying communication policies. This greatly simplifies system configuration and 
management tasks and enables new science experiments that require real-time 
adaptive control.



Planned OA Deployments

Palmyra Atoll MooreaLTER

Martz SeapHox: pH,
conductivity, temperature

Pro-Oceanus CO2-Pro: PCO2 MBARI-modified: pH Sea-Bird Inductive Modem



Planned Lake Deployment

NTL LTER

Hydro-lab DS-5: 
chlorophyll, dissolved 

oxygen

NexSens T-Node: 
temperature



Taiwan Forestry Research Institute

ÅSending 3 students 
there this summer for 
3rd year

ÅDeploy Sensor Pod
ïInterface with external 

camera

ïMicrophone

ïWeather station

ÅPrevious projects
ïAutomated bee 

detection



NL Module
ÅUsed a Campbell NL 

module to interface 
DataTurbinedirectly 
to the data logger
ÅBypasses loggernet
ÅRequires:
ïCR1000 or CR3000 

data logger
ïNL115 or NL120 

expansion module
ïNetwork 

connection



Advanced Source Project

ÅCreating a graphical 
source for working with 
delimited files

ÅGraphical Source

ïCSV

ïCampbell .dat

ïCustom Delimited Text

ïCampbell NL
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OSDT SI2 project



Software Development

ÅConfiguration and Testing Tool

ÅOGC-SWE Compliant Interfaces and Services 

ÅOSDT CybersecurityEnhancements

ÅA Full-Featured OSDT-Matlab Interface



Hybrid Simulation Demonstration 

Project

Local Control, Computational
Components & Simulation Coordination
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Physical Component = Actuator, MR Damper & Controller

Computational Component = F.E. Model of Nonlinear 

     Structure 

Local Control = PID Control (analog) & Delay

     Compensation Algorithm (hard real-time)

OSDT

OSDT

OSDT

OSDT

Physical and simulation 
components are integrated 
into a distributed research 
platform.  OSDT 
coordinates data and 
control messages among 
components at each site 
and also between sites.

Pis: Dyke (Purdue) and Christenson (Uconn) 


